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Overview

1. Intro to nextflow and nf-core 

2. Clean cache data 

3. Nextflow configuration files 

4. How to run nf-core pipelines on Tufts HPC 

5. Troubleshooting 

6. Hands-on demo
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Nextflow
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Workflow

❖A pipeline is a collection of several analysis 

steps 

❖Steps are linked by input/output files 

❖One often needs to run the same workflow 

for several samples 
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Bad workflows

## fastp

fastp -i SRR1553607_1.fastq -o SRR1553607_1.fastq.trimmed.fq --max_len1 20

fastp -i SRR1553607_2.fastq -o SRR1553607_2.fastq.trimmed.fq --max_len1 20

fastp -i SRR1972917_1.fastq -o SRR1972917_1.fastq.trimmed.fq --max_len1 20

fastp -i SRR1972917_2.fastq -o SRR1972917_2.fastq.trimmed.fq --max_len1 20

## fastqc

fastqc SRR1553607_1.fastq.trimmed.fq

fastqc SRR1553607_2.fastq.trimmed.fq

fastqc SRR1972917_1.fastq.trimmed.fq

fastqc SRR1972917_1.fastq.trimmed.fq
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Bad workflows: for loop

## fastp

for name in *.fastq; do

 fastp -i $name -o ${name%.*}.trimmed.fq --max_len1 20

done

## fastqc

for name in *.trimmed.fq; do

fastpc -i $name
done

• For loop runs only one command at a time. 

• Our computers have many cores so that we could be run multiple commands at the 

same time.

• We could add & operator to the end of the command to run it in the background. 

• But then it runs all commands simultaneously, which we don't want either. 

• We want to run as many commands as we have compute cores, but no more.



Technology Services – Research Technology

What is a good workflow?

• Automated: Runs automatically without manual effort.

• Scalable: Can process large datasets and many samples efficiently.

• Reproducible: Allows others to easily repeat and get the same results.

• Error Handling: Includes checks to catch and manage errors.

• Modular: Steps can be reused or adapted for different analyses.
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Langer, Bjorn E., et al. "Empowering bioinformatics communities with Nextflow and nf-core." bioRxiv (2024): 2024-05.
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nextflow run

More information can be found on their website
Documentation: https://www.nextflow.io/docs/latest/index.html
Training: https://training.nextflow.io/ 
Examples: https://www.nextflow.io/example1.html  

https://www.nextflow.io/docs/latest/index.html
https://training.nextflow.io/
https://www.nextflow.io/example1.html
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Running a Nextflow Pipeline from GitHub on HPC

• Load required modules

• Run the pipeline using nextflow

https://github.com/nf-core/rnaseq/tree/3.16.1 

https://github.com/nf-core/rnaseq/tree/3.16.1
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https://www.nextflow.io/
More information can be found on their website
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nf-core: Curated Analysis Pipelines
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https://nf-co.re/pipelines
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Local nf-core pipelines

HPC system administrators have downloaded popular nf-core pipelines and stored 

them in the following directory:

/cluster/tufts/biocontainers/nf-core/pipelines/

No downloads each time, faster runs, more efficient!
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Run local nf-core pipelines

• Recommended! 
• No download each time

OR

• Download the pipeline 
from GitHub Repo each 
time, less efficient
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Usage instructions and documentation
Each pipeline has its own webpage at https://nf-co.re/<pipeline_name> 

https://nf-co.re/
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nf-core/rnaseq https://nf-co.re/rnaseq/3.16.1/docs/usage/ 

https://nf-co.re/rnaseq/3.16.1/docs/usage/
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Check Instructions locally
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Singularity in nf-core Pipelines

In the context of nf-core pipelines, singularity is used to package 
and run all the software and dependencies required by the pipeline 
in a self-contained container. This ensures that the pipeline runs 
consistently, regardless of the system it's executed on—whether on 
an HPC cluster or a local machine.

Users can learn more about singularity usages from our previous 
container training.

https://zhan4429.github.io/TuftsContainers.github.io/
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NXF_SINGULARITY_CACHEDIR in nf-core Pipelines

NXF_SINGULARITY_CACHEDIR: an environment variable used to 
specify where singularity images are stored on the cluster.

Storing these images locally can speed up pipeline execution, as 
they don’t need to be downloaded every time.
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Public & Personal NXF_SINGULARITY_CACHEDIR

If you want to run the nf-core pipelines managed by system admins, please 

define NXF_SINGULARITY_CACHEDIR like this:

However, if you need to run your own pipelines, you have to 

define NXF_SINGULARITY_CACHEDIR to your own directory. 

Please do not use your $HOME.
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cache and resume
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Cache and resume

The nextflow caching mechanism 

works by assigning a unique ID to 

each task which is used to create a 

separate execution directory where 

the tasks are executed and the results 

stored.

The task unique ID is generated as a 

128-bit hash value composing the 

task input values, files and command 

string.
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resume

Usage: nextflow run <script> -resume

-resume  allows the continuation of a workflow execution from the last step that was completed 
successfully.

WORKFLOW=/cluster/tufts/biocontainers/nf-core/pipelines/nf-core-rnaseq/3.14.0/3_14_0

nextflow run $WORKFLOW \

           --input $input  \

           --outdir $outdir

           --genome GRCh38 \

           --aligner star_rsem \

           -profile tufts \

           -resume
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Clean up

After a pipeline is completed with 
success, it’s better to clean 
up work directory to save space.

You can remove the work 

directory completely by:

rm -rf work
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nextlfow log & nextflow clean

• Check information on nextflow runs by running nextflow log inside 

your project folder

• nextflow clean together with the RUN NAME to clean cache.
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Configs
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Config files
nf-core pipelines make use of nextflow’s configuration files to specify how 
the pipelines runs, define custom parameters and what software 
management system to use e.g. docker, singularity or conda.
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Default base config
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Core profiles

https://github.com/zhan4429/ContainerWorkshp2024Spring-Tufts

https://github.com/zhan4429/ContainerWorkshp2024Spring-Tufts20
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Institutional profiles
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https://nf-co.re/contributors
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tufts profile 

https://github.com/nf-core/configs/blob/master/conf/tufts.config

params {

 max_memory = 120.GB

 max_cpus = 72

 max_time = 168.h

 igenomes_base = '/cluster/tufts/biocontainers/datasets/igenomes/'

}

process {

 executor = 'slurm'

 clusterOptions = '-N 1 -n 1 -p batch'

}

executor {

 queueSize = 16

 pollInterval = '1 min'

 queueStatInterval = '5 min'

 submitRateLimit = '10 sec'

}

// Set $NXF_SINGULARITY_CACHEDIR in your ~/.bashrc

// to stop downloading the same image for every run

singularity {

 enabled = true

 autoMounts = true

}
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tufts profile 

https://github.com/nf-core/configs/blob/master/conf/tufts.config

// Perform work directory cleanup when the run has succesfully completed

trace {

    trace.overwrite = true

    enabled     = true

}

// On a successful completion of a Nextflow run, automatically delete all 

// intermediate files stored in the work/ directory

cleanup = true

// Allows to override the default cleanup = true behaviour for debugging

debug {

    cleanup = false

}
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Running nf-core pipelines on Tufts HPC
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#!/bin/bash

#SBATCH --time=00-48:00:00

#SBATCH -p batch

#SBATCH -N 1

#SBATCH -n 1

#SBATCH -c XX

#SBATCH --mem=XXG

#SBATCH --job-name nf-core

#SBATCH --output=%x-%J-%u.out

#SBATCH --error=%x-%J-%u.err

#SBATCH --mail-type=ALL

#SBATCH --mail-user=XXX@tufts.edu

module load nextflow

module load singularity

export NXF_SINGULARITY_CACHEDIR=/cluster/tufts/biocontainers/nf-core/singularity-images

nextflow run /cluster/tufts/biocontainers/nf-core/pipelines/nf-core-rnaseq/3.14.0/3_14_0/ \

 --input samplesheet.csv --outdir output \

 --fasta ref.fasta --gtf ref.gtf --aligner star_salmon \

 -profile singularity \

 --max_memory XXGB --max_cpus XX

Local mode
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#!/bin/bash

#SBATCH --time=00-48:00:00

#SBATCH -p batch

#SBATCH -N 1

#SBATCH -n 1 

#SBATCH -c 2 ## This is the parent script used for submitting children slurm jobs, 2 cores are enough

#SBATCH --job-name nf-core

#SBATCH --output=%x-%J-%u.out

#SBATCH --error=%x-%J-%u.err

#SBATCH --mail-type=ALL

#SBATCH --mail-user=XXX@tufts.edu

module load nextflow

module load singularity

export NXF_SINGULARITY_CACHEDIR=/cluster/tufts/biocontainers/nf-core/singularity-images

nextflow run /cluster/tufts/biocontainers/nf-core/pipelines/nf-core-rnaseq/3.14.0/3_14_0/ \

 --input samplesheet.csv --outdir output \

 --fasta ref.fasta --gtf ref.gtf \

 --aligner star_salmon \

 -profile tufts

Tufts profile
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#!/bin/bash

#SBATCH --time=00-48:00:00

#SBATCH -p batch

#SBATCH -N 1
#SBATCH -n 2   ## This is the parent script used for submitting children slurm jobs, 2 cores are enough

#SBATCH --job-name nf-core

#SBATCH --output=%x-%J-%u.out

#SBATCH --error=%x-%J-%u.err

#SBATCH --mail-type=ALL
#SBATCH --mail-user=XXX@tufts.edu

module load nextflow

module load singularity

export NXF_SINGULARITY_CACHEDIR=/cluster/tufts/biocontainers/nf-core/singularity-images

nextflow run /cluster/tufts/biocontainers/nf-core/pipelines/nf-core-rnaseq/3.14.0/3_14_0/ \

 --input samplesheet.csv --outdir output \

 --fasta ref.fasta --gtf ref.gtf \
 --aligner star_salmon \

 -profile tufts --partition preempt

Other partitions
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nf-core pipelines as modules



Technology Services – Research Technology



Technology Services – Research Technology

#!/bin/bash

#SBATCH --time=00-48:00:00

#SBATCH -p batch

#SBATCH -N 1

#SBATCH -n 1 

#SBATCH -c 2 ## This is the parent script used for submitting children slurm jobs, 2 cores are enough

#SBATCH --job-name nf-core

#SBATCH --output=%x-%J-%u.out

#SBATCH --error=%x-%J-%u.err

#SBATCH --mail-type=ALL

#SBATCH --mail-user=XXX@tufts.edu

module load nf-core-rnaseq/3.14.0

rnaseq --input samplesheet.csv --outdir output \

 --fasta ref.fasta --gtf ref.gtf \

 --aligner star_salmon \

 -profile tufts

Run pipelines easily with modules
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Troubleshooting
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Start small

-profile test,tufts
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Check the basics

• Whether nextflow version is too old

• Whether required modules are loaded (nextflow and singularity)

• Haven’t run out of disk space (du -f)

Check the troubleshooting docs:

• https://nf-co.re/docs/usage/troubleshooting

https://nf-co.re/docs/usage/troubleshooting
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Anatomy of a work directory

➢ .command.out - STUOUT from tool

➢ .command.err – STDERR from tool

➢ .command.log - STOUT and STDERR from tool

➢ .command.run – Wrapper script used to run the job

➢ .command.sh – Process command used for this tasks

➢ .command.begin – Created ASAP the jobs launches

➢ .command.trac – Logs of computer resource usage

➢ .exitcode – Created when the job ends, with exit code
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Seek help from 
nextflow and nf-core communities

Oct. 2024April. 2024
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Hands-on demo

https://tuftsdatalab.github.io/tuftsWorkshops/2024_workshops/
2024_bioinformatics401/03_nfcore/ 

https://tuftsdatalab.github.io/tuftsWorkshops/2024_workshops/2024_bioinformatics401/03_nfcore/
https://tuftsdatalab.github.io/tuftsWorkshops/2024_workshops/2024_bioinformatics401/03_nfcore/
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